Two Dimensional Random Variables



Two Dimensional Random Variables

Definition:
Let S be a sample space associated with a random experiment

E. Let X and Y be two random variables defined on S. then the pair (X,Y)
is called a Two — dimensional random variable.

The value of (X,Y) at a point is given by the ordered pair of
real numbers (X(s), Y(s)) = (x, y) where X(s) = x, Y(s) =.

Two — Dimensional discrete random variable:

If the possible values of (X,Y) are finite or countably infinite,
then (X,Y) is called a two-dimensional discrete random variable. When
(X,Y) is a two-dimensional discrete random variable the possible values
of (X,Y) may be represented as (xi, yj),i=1,2,3,..n,j=1,2,3,..m.



Example: 1

Consider the experiment of tossing a coin twice. The sample space is
S ={HH, HT, TH, TT}.

Let X denotes the number of heads obtained in the first toss and Y
denote the number of heads in the second toss. Then

(X, Y) is a two-dimensional random variable or bi-variate random variable.
The range space of (X, Y) is {(1,1), (1,0), (0,1), (0,0)} which is finite and so
(X, Y) is a two-dimensional discrete random variables.



Joint Probability Distribution
e e R R e A={ X < x}and B={Y < y|iFi¥=

defined as functions of x and y respectively called probability distribution functions.
F(x)=P(X <x)and F (y)=P(Y <y)

Joint Probability Distribution of two random variables X and Y:
The Joint Probability Distribution of two random variables X and Y is

defined as F(x y):P{X <X Y < y}

Properties of the joint distribution:
A joint distribution function for the two random variables X and Y has
several properties

1.F  (—0,—0)=0;F (—0,y)=0;F _(X,—0)=0
2.F , (o0,00)=1

3.0<F (x,y)<1
4.F  (x,y)isanon—decreasing functionof xand yand soon..




Joint probability function of Discrete R.V

For a Discrete RV,
The joint probability function of X and Y 1s defined as:

l.p(x,y)=0

Zx: 2}: p(x,y)=1.

The Marginal probability function is defined as

py (x)=> p(x,») py(y)=;p(xay)

* And the conditional probability function 1s defined as

p(x,y) p(x,)

Prix (y\x)z Py (x\y)z

155% (x) Py (y)



Independence

Definition: Independence

Two random variables X and Y are defined to be independent if

p(x,y):pX (x)pY (y) it X and Y are discrete

p(x.y)  py(x)p, (¥)

Note: py, (r[x)= Py (x) pe(x) &
Py (x17)= ng(,yy)) — ?(?f” .

Thus, in the case of independence

marginal distributions = conditional distributions

§)



Example: 2
Consider the random variables x and r with the joint probability
mass function as presented in the following table

™~

0 ] 2
Y

0 025/ 011015 05
1 10.14/035/001 05
2. 1039]045]0.16

The marginal probabilities are as shown in the last column and
the last row

pr(O,l)
0/ =%
Prx®D==0

_0.14
0.39




Example: 2.A
The joint PMF of X and Y is given by
Pxy(xy) | y=0|y=1]y=2
x=0 0.01 0 0
x=1 009|009 | O
X =2 0 0 0.81

Find the marginal PMFs for the random variables X and Y
Solution:
Marginal PMF: P, (x)and £, () by rewriting the matrix in the above Example and placing the

row sums and column sums in the margins




Two — Dimensional continuous random variable:

If (X,Y) can assume all values in a specified region R in XY plane (X,Y) is
called a two-dimensional continuous random variable.



Joint probability function

* For a Continuous RY, the joint probability function:
fxy) = PHX =5 Y =)

* Marginal distributions

fx (x)=Tf(x,y)dy fy(y)=]o f(x,y)dx

e Conditional distributions

f(an’) . f(x, )
fr () fur (x)= fy(yy)

fY|X (y‘x):

10



Independence

Definition: Independence

Two random variables X and Y are defined to be independent if
p(x,y):pX (x)pY (y) it X and Y are discrete

f (x, y) = f (x)fy (y) if X and Y are continuous

p(x,y) py(x)py (¥)

Note: py, (v]x)= pe(x) () &
Py (¥]7) = ng(,yy)) — ?(?f” s

Thus, in the case of independence

marginal distributions = conditional distribu@’i)ns



The Multiplicative Rule for densities

if X and Y are discrete
(p)( (x)prX (y‘x)

P(X,y): <ka (y)Px|Y (x‘y)

= py (x)p, (y) if X and Y are independent

if X and Y are continuous

(fX (x)fY‘X (y‘x)
\fY (y)fX|Y (x‘y)

= fyv (x)fy () if X and Y are independent
12

f(x,y):<




Example: 3
For random variables X and Y, the joint probability density function is given by

1+ x
fer(x,3) = 4y

= (0 otherwise
Find the marginal density f,(x),f,(y) and f,,,(v/x). Are X and Y independent?

|x| <1,

y|§l

0 01+ Xy
=] ==
_1
2
Similarly
f)=5  -lsys]
and
Jry (%, )
iy / =Tl - T
TP = =
|
_ +2xy " j; (}/’)

Hence, X and Y are not independent.



Example: 4

Let X and Y have the joint density f(x.y) zg(x+y)2,0£x£1,0£y£1

By integrating over the appropriate regions, find
(i)P(X>Y),(ii))P(X+Y<1),(iii)P(X<%).
Sol:

f(x,y)zg(x—i—y)z,OSxél,OSyﬁl

. 1 ox 6 . 12 . — 1
(I)P(X>Y):J‘0J‘O7(x +y )~dydx=jo7(x+y) | i:x

dx = —
0 2

(i) Px +7 <= J.;_xg(x—l—y)zdydx

(iii) P(x < %) = |2 g(x—l—y)zdxdy



Example: ST.et rs(x,y)=c(x? -y )e ™, 0< x < »,

(a)Find C.
Solution: (a)
f(x,y) =
u J' c (x?* —

- X

&

© S—

(b)Find the marginal densities.

c (x -y " )e 1, 0 <= x <
y ~)e ~ " dvdx = .[ .[ ce ~ " (x
0 - x
— Ice T (x
0

:4CJ6_‘r3dr
3
0
4 ¢
= I 4
3 (4)
- 4doc 31!
R
-1 ,. c =

- X



¢ 1 o 1 o
(B). [ (x) = [ (a7 = p™)eTdy = —xe™, x20

- X

[ fx,pydx, y=0

Sy (¥) =1 "
If(x,y)dx, y <0
Ley(l+y), y 20
=17
Zey(l—y), y<0
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Example: 6

Let X andY have the joint densities function f(x,y) = k(x — y), 0 <1 and

IA
=
IA
=
|

O elsewhere.

(a)Find k£ . (b)Find the marginal densities of X and Y .
Solution:

€:))
f(x,y)=k(x-y) , 0<y<x<l

J jk(x — y)dydx

00
1 1, L |y=x
= [ (by - =k dx
l( y - D g
1 1
= [ ke ? = —hx Pd
! 2

3

SN
:k—(l—) :k—zlj'k:6
2370 6

(b) The marginal densities of X and Y 1s

fr(x)=]6(x - y)dy

O e,

fr(¥) = [6(x - y)dx



Example: 7

A point 1s generated on a unit disk i the following way: The radmus, R, is uniform on [0,1], and the
angle ® isuniformon [0,2z] and is independent of R.

(a) Find the joint density of X =Rcos® and Y =Rsin®.

(b) Find the marginal densities of X and Y .

Solution:

(a)

R ~UJ[0,1]

® ~U[0,27]




i
() £, =] fry (0l

2 2’ |
=— d
272' 0 x2+y2 y
2
~ iy + ]
7T
/ 2
:i]n( S H), ~1<x<1
7
du=In(u+~a +u)+c, a>0]
e

J1-y° +1

Similarly, f,(y)= ( |y|

), —1<y<lI




Example: 8
Suppose that X and Y have the joint density function

f(x,y):c\/l—x2 —y*, x*+ypi<i

Find the marginal densities of X and Y .

Solution:
2z 1
”c-\/l—xz—yzdxdy:c I\/l—rz-r-drdﬁ
x2+y251 .00
2.:1'_ 31
=c —1(1—1’2)2 do
v 3 0
27
:c.l.J' do
3
0
_ 2cm
3
=1
3
LC= —



fo(0)= F \/1 X —y’dy (et 1-X*=d)
=ZJ‘MGZ —y’dy
—(y—\/ a-—y —|——sm—

~20-)

.'.fX(x)zg(l—xz), —-1<x<1

Similarly f,(y) =§r(l—y2), —1<y<I
VIV E Sy Sy

“.X and Y are not independent.



Example: 9

4xy 0<x<10<y<]
Ty (%)) :{ 0 otherwise
Are X and Y independent?
Sol)
The marginal PDFs of X and Y are
2x  0=x<], 2y 0<y<]
S5 :{O otherwiy K :{O otherwi

Itis easily verified that . (x, y) =/, (x)fy () forall pairs (x,y) and so we conclude

that Xand Y are independent

22



¢ Theorem:
Statement:

Given two random variables X and Y, the following equality is true:

E[X +Y] = E[X] + E[Y].

Proof:
Regarding X + Y as a function of two random variables g(X, Y), we can

apply Proposition 7.1 to get

EX+Yl= [ [ g(x,») f(x,y)dxdy

* 00

= [ (x+y)f(x,y)dxdy

o —00

(~ 00

= ["[" xf.ydvax + [ |7 yf(x, y)dxdy

o —C0 4

= [ x([ fG.ydyydx + [~ y([ f(x, y)dx)dy

= [ xfv@ax + [ yfy(n)dy

= E[X] + £]Y].



Covariance between X & Y

e Covariance =0 for independent X, Y
* Positive for large X with large Y
* Negative for large X with small Y (vice versa)

e Formula is similar to our familiar variance formula
Cov[X.,Y]= E(XY)—E(X)e E(Y)

Cov(X.)Y)

PAXY) = Pxy =

O xOy

Var(aX + bY +¢) = aVarl X+ b Var[Y]+ 2abCov[ X,Y]



Transformation of two dimensional random variables:

Let Z=g(X,Y), where g is the transformation function of X and Y, yielding a new

random variable Z.
Standard transformations of this type are

(NZ=X +Y,3ii)Z = XY, (i) Z = %,(zv)z =JX2+Y?
Many problems of type Z=g(X,Y) can be solved by introducing an auxiliary variable
W =h(X,Y) and obtain the joint pdf of (Z, W). If the joint pdf of (X, Y) is f , then the joint pdf

of (Z, W), f,, 1s given by
Where the Jocobian of transformation is

ox Ox
J:c'?(x,y) _|0z ow

o(z,w) |9y
oz Oow
The range space of (Z,W) 1s obtained from the range space of (X,Y) and the transformation, then
the required pdf of Z is obtained as the marginal pdf of (Z,W) from the joint pdf [, by the

following formula

Jz(2)= J‘fzu (z,w)dw

25



Example: 10

If X and Y are independent random variables each following normal with mean o S.D =
2. Find the pdf of Z=2X+3Y

Solution:
Given X and Y are independent normal random variables each following normal with
mean o S.D=2.

So, u, =0,0, =2, 4, =0,0, =2

By the property of normal distribution

2X + 3Y 1s a normal variate with

w=2u.+3u, =2+3=0,ando’ =20 +3° 0, =42> +92° =52
Z is a normal R.V with mean z=0andS.D=+/52

1 (z—u)

e 20"
o2
| 1

=¥ =" _p<cZ<wo

V52427 V52y2r

So, the p.d.Lf Z is f,(2)= [ /oy (2, w)chw=

26



Central limit theorem:

If X is the sample mean of a random sample X;. X>. ..., X, of size n arising
from a population random variable X with mean x and variance ¢, then for any & > 0,

the following equality 1s true:

lim {24
1—>0 O'/\/;

where ®(¢) is the cdf of the standard normal random variable (called the error function

: : X—u . : :
hereafter). That is, as » — oo, the random variable ¥ = / j_l 1S approximately a unit
o/~Nn

<gj =d(e)

normal random variable.



Examples

[) The mass of bars of chocolate produced by a factory have a normal distribution with mean 103g
and standard deviation 4g. A random sample of 20 chocolate bars 1s chosen. What is the probability
that the sample mean is less than 103g?

Let X=mass of a bar of chocolate. Then X'~ N[103, 16].

Let X be the mean weight of the sample. Then X~N Mé =]\{1 O%j =1\{1 Oﬂiﬂ

n

10310

P(7 <-2.236
«/*sﬁ( ’

= | ~P(Z <2.236)=1-0.9873
=0,0127

So P( X< 103) —PEZ<



2) A random sample of size 100 is taken from B(20, 0.6). Find the probability that X is greater than
124,

o X~B(20,0.6). Therefore p=20x0.6=12 and 6-=20x0.6x04=48,

As the sample size 1s large, X~N gé —J{ 48J:1\[12QO4}

SoP(X>124)= [ 124_] P(Z > 1.826)

-0.9660=0.034




